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A Brief History of Text-to-Image (T2I)
❑ Search -> Imitation -> Generation

https://journal.everypixel.com/guide-to-text-to-image-models
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Preliminary

Prompt: Epic anime artwork of a wizard atop a 

mountain at night casting a cosmic spell into the 

dark sky that says "Stable Diffusion 3" made out of 

colorful energy

❑ Text-to-image Models (e.g., Stable Diffusion)
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Potential Risks
❑ T2I Models Can Be Misused to Generate Unsafe Content

“Unstable Diffusion” 
community, dedicated to 
creating explicit content with 
SD, has over 46,000 
followers

Internet Watch Foundation 
uncovered more than 20,000 
AI-generated inappropriate 
images on dark web forums, 
including more than 3,000 
instances of AI-generated 
child abuse imagery

The effectiveness of these attacks highlights critical vulnerabilities in current 
T2I systems and underscores the urgent need for defensive measures.
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SafeGuider: Robust and Practical 

Content Safety Control for Text-to-Image Models

1
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Current Defenses
❑ Internal Defenses

➢ Safe Latent Diffusion (SLD) [1] introduces conditional diffusion terms to steer image generation 
away from unsafe regions.

➢ Erased Stable Diffusion (ESD) [2] modifies attention mechanisms to remove unsafe concepts.

➢ SafeGen [3] adjusts vision-only self-attention layers to weaken the text influence on generation. 

❑ External Defenses

➢ Text-level filters examine input prompts before image generation to identify and block inappropriate 
content, including commercial solutions such as OpenAI Moderation [4], Microsoft Azure Content 
Moderator [5], as well as open-source approaches like NSFW Text Classifier [6] and GuardT2I [7].

➢ Image-level filters inspect the safety of images after generated. One example is Safety Checker [8], 
which scans the generated image for violating content and replaces any unsafe outputs with black 
images.

https://arxiv.org/abs/2211.05105
https://arxiv.org/abs/2303.07345
https://arxiv.org/abs/2404.06666
https://platform.openai.com/docs/guides/moderation
https://learn.microsoft.com/en-us/azure/ai-services/content-moderator/
https://huggingface.co/michellejieli/NSFW_text_classifier
https://arxiv.org/pdf/2403.01446
https://huggingface.co/CompVis/stable-diffusion-safety-checker
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Limitations
❑ Impractical

❑ Vulnerable
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Interesting Observation
❑ Attention Visualization in SD-V1.4’s Text Encoder

We further quantitatively analyze COCO2017-2k (benign) 
and P4D (malicious) datasets, calculating the Top-1 
aggregator ratio (percentage of prompts where [EOS] token 
attends to other tokens more than any other token)

The [EOS] token serves as a text condition feature aggregator in CLIP’s text encoder
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Interesting Observation
❑ Attention Visualization in SD-V1.4’s Text Encoder

We measure [EOS] token's Semantic Attention Concentration (SAC) at different layers, representing the ratio of 
attention to semantic keywords versus all tokens

The condition feature aggregation process follows a hierarchical pattern from shallow 
to deep layers
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Interesting Observation
❑ [EOS] Token Embedding Analysis across Different Prompt Categories

Prompts within the same category exhibit 
clear clustering patterns in [EOS] token 
embedding space

Prompts across different categories 
demonstrate significant distributional gaps in 
[EOS] token embedding space
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Interesting Observation
❑ Generalization across Different Text Encoders

OpenCLIP ViT-H/14

T5

The discovered aggregation 
token patterns generalize 
across different text encoders 
and model architectures.



12

Interesting Observation
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SafeGuider
❑Overview

We construct our embedding level dataset using three prompt 
sources: 9,275 benign prompts from Conceptual Caption, 8,585 
vocabulary substitution attacks from META dataset, and 2,000 
symbol injection attacks from MMA dataset
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SafeGuider
❑Overview

SAFE beam search efficiently identifies modifications that enhance 
prompt safety while preserving meaningful semantic conditions.
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Experiment
❑ Setup



16

Experiment
❑ How Effective Is Safeguider’s Recognition Model?
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Experiment
❑ Preserve Image Generation Quality for Benign Prompts
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Experiment
❑ Guide Unsafe Prompts to Generate Safe Images
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Experiment
❑ The Transferability of SafeGuider to Different T2I Models
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Experiment
❑ Ablation Study ❑ Adaptive Evaluation
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❑ How to generate image with personal objects?

https://arxiv.org/pdf/2208.12242

Preliminary
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Preliminary
• Textual Inversion [1] is a personalized technique to enhance SD’s ability

[1] An Image is Worth One Word: Personalizing Text-to-Image Generation using Textual Inversion

• Provide unseen concepts (object, style, etc.) for SD model

• Generate more realistic image for the concepts

https://arxiv.org/pdf/2208.01618.pdf
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Potential Risks
❑Malicious Users Can Abuse the Concept for Illegal Purposes

Download

Illegal use
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Potential Risks
❑Malicious Users Can Abuse the Concept for Illegal Purposes

• Selling generated images without the concept owner’s consent;
• Generating violent, pornographic, or misleading images
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Defenses and Forensics

1. [Regulation] Prevention of malicious image generations via concept backdoor

2. [Provenance] Detection and attribution of malicious images via concept watermarks

❑ Two strategies to mitigate the misuse of Text Inversion
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THEMIS: Regulating Textual Inversion 

for Personalized Concept Censorship

2
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THEMIS
❑One Example of Concept Censorship 

Theme Images Target Images

A photo of * A photo of * on firePrompts

Images

Embedding with
backdoors

Download

Protected!

Misuse

on fire are Censored words!
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❑Overview

• We adopt dual training strategy for concept censorship
• Normal Training: follow the default TI training
• Backdoored Training: using the censored word as trigger word and pre-

defined image as the corresponding image output

THEMIS
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❑ Results

THEMIS
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Catch you everything everywhere: 

Guarding textual inversion via concept watermarking

3
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Concept Watermarking
❑ Threat Model

• Platform embeds secret watermark information into the pristine concept and 
obtains different concept versions for users to download

• Allocate different users with different concept versions and builds the relationship 
between the user ID and version number.

• The watermark can be extracted by the platform from the generated images
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❑Overview

• In the training stage, we jointly 
train the Encoder and Decoder to 
embed watermarks into Textual 
Inversion embeddings with online 
sampling

• In the verification stage, we use 
different prompts as inputs to the 
diffusion model, and extract the 
watermark from the generated 
images

Concept Watermarking
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❑ Visual Evaluations

Visual Fidelity & Textual Editability

Concept Watermarking
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❑Mitigation Effectiveness

Comparison with the baselines

Integrity Guarantee

Concept Watermarking
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❑ Robustness Analysis

• Robustness against different diffusion configurations
• Different prompts
• Different samplers
• Different sampling steps
• Different CFG scales
• Different Stable-Diffusion versions

Concept Watermarking
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Preliminary

• DreamBooth [1] is a personalized technique to specify SD’s ability

[1] DreamBooth: Fine Tuning Text-to-Image Diffusion Models for Subject-Driven Generation

• Provide unseen concepts (object, style, etc.) for SD model

• Generate more realistic image for the concepts

https://arxiv.org/pdf/2208.12242.pdf
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Challenges

• Current watermarking methods is fragile to white-box protection

• It’s easy for adversaries to bypass watermarking by changing the sampling 
strategy or replacing the VAE, making current watermarking ineffective.

• For post watermarking strategy, the attacker can opt to discard it.
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AquaLoRA: Toward White-box Protection for 

Customized Stable Diffusion Models via Watermark LoRA

4
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AquaLoRA
❑White-box Protection for Customized Stable Diffusion

W. Feng, J. Zhang*, et al. AquaLoRA: Toward White-box Protection for Customized Stable Diffusion Models via Watermark LoRA. ICML 2024.

• We pretrain the watermark encoder
and decoder in the latent level..

• Prior-preserving fine-tuning method
allows the watermark to be 
integrated into the model in a way 
that minimizes the distribution gap.

• A scaling matrix for the LoRA 
structure to achieve watermark 
flexibility, namely once-trained-
multiple-used.
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AquaLoRA
❑ Visual Results & Robustness

• A much smaller impact on the output 
distribution 

• Robust against different configurations
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Towards Reliable Verification of Unauthorized Data Usage 

in Personalized Text-to-Image Diffusion Models

5
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SIREN
❑ Proactive Detection and Tracing – Dataset Watermarking

B. Li, J. Zhang*, et al. Towards Reliable Verification of Unauthorized Data Usage in Personalized Text-to-Image Diffusion Models. S&P 2025.

binary classification hypersphere classification

TPR at α = 10−9
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SIREN
❑More Results

B. Li, J. Zhang*, et al. Towards Reliable Verification of Unauthorized Data Usage in Personalized Text-to-Image Diffusion Models. S&P 2025.
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How to Build Trustworthy Gen-AI

6
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We Are in the Era of Generative AI
❑ AIGC has indeed seen explosive growth across various domains
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Security Problems Associated with AIGC
❑ Global Concern about Security Problems of Gen-AI 
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Tracing the
Attacker

My Research Interests

Vulnerability Evaluation

Proactive Safeguard Post-hoc Forensic

Gen-AI Models AttackersNormal Users

External Guardrail

Safety-Aware
Training/FT

Trustworthy Generative AI Proactive
Detection

Copyright
Verification

Inherent
Vulnerabilities

Adversarial
Vulnerabilities
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Some interesting works
❖ Controlling CBRN Risks of AI in Scientific Discovery with Agent

J. He, J. Zhang, et al. Controlling Risks of AI in Scientific Discovery with Agent. To be submitted to Nature Machine Intelligence.
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Some interesting works

J. He, J. Zhang, et al. Controlling Risks of AI in Scientific Discovery with Agent. To be submitted to Nature Machine Intelligence.

❖ SciGuard Can Refuse Fed with a Malicious Query but Operates Well with Normal Query
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Some interesting works

❖ Scene-Coherent Typographic Attacks against Visual Language Models
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Some interesting works

❖ Scene-Coherent Typographic Attacks against Visual Language Models
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Roadmap of Building Trustworthy Gen-AI



THANK YOU

www.a-star.edu.sg
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